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LLMs for physical design?

« Challenges with physical design:  LLMs for RTL code generation:
— Proprietary tools — Language is standardized

— Proprietary PDKs — Some-level of data curated (open cores,
— Closed-source APIls RTLCoder, VGen)
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Open-source tools for physical design

 OpenROAD helps overcome
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EDA Corpus: An LLM dataset for OpenROAD

gli-\'?énrggthesample code to get a list of all the output pins of instances in a design ¢ EDA COerS A Large Language MOdel Dataset fOF
1 OpeniORD Byfhon AL Enhanced Interaction with OpenROAD

Response: https://github.com/OpenROAD-Assistant/EDA-Corpus

# Get the current design block from the OpenROAD database

§ Retricve 211 Tnsfances present in the design block e Over 1500 datapoints of prompt-response pairs including
St pine o fy reed prompt-scripts (Python) and question-answers for various
:oitigzieigvigsith instance in the design block phySiCal deSign taSkS

# Retrieve the pins of the instance . \ .
pins = inst.getITerns() | * Fine-tuning ChatGPT3.5 with EDA Corpus:
# Iterate over each pin of the instance
for pin in pins:
# Check 1if the pin is an output signal

if pin.isOutputSignal(): . .
# Append the output pin to the list l\fl()del Prompt-scrlpt QueStlon-answer
T i e True | False || True | Partial | False
ChatGPT3.5 0 50 4 17 9
Prompt: - -
What is PDNGEN? ChatGPT4 3 47 6 17 y
Response: ChatGPT3.5 fine-tuned
The PDNGEN module (pdn) in OpenROAD aims to simplify the process of = i’ 22 28 - — —_
adding a power grid into a floorplan. A user can specify a small set of power grid with prompt-scrlpt
policies to be applied to the design, such as the layers to use, stripe width, and —
spacing, and then pdn will generate the actual metal straps. Power grid policies ChatG P’ l 3.3 ﬁne-tu ned
can be defined over both the standard cell area and areas occupied by macros. = 2 - - 2() 3 l
with question-answer

B.-Y. Wu, U. Sharma et. al., EDA Corpus, LAD’24
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LLM finetuning examples

P t:
Gli'\c/,;nr‘r:e the sample code to get a list of all the output pins of instances in ° Domain_speciﬁc datasets aHOW for improved EDA too|

a design using OpenROAD Python APIL. .. . .. .
scripting using existing foundation models

Response:

# Import OpenROAD Python API
import openroad as ord
# Function to get all output pins of instances in the design
def get_output_pins_of_instances(design):
output_pins = []
# Iterate through all instances in the design

for inst in design.getInstances(): Prompt:
# For each instance, get its master Give me the sample code to get a list of all the output pins of instances in
# definition to access pins a design using OpenROAD Python APL

master = inst.getMaster()
# Iterate through the pins of the instance master

s Pins(): Response:
DEPAT N ox ot ,m?()' ) . . # Get the current design block from the OpenROAD database
# Check if the pin is an output pin EDA Corpus F|ne_Tun|ng block = ord.get_db_block()

g gm .getDlrecthn()—.—ord :db Dlrectlon..OUTPUT. on ChatGPT 3.5
onstruct a unique identifier for the pin
pin_identifier = f" {inst.getName() }/{pin.getName() }" |
output_pins.append(pin_identifier)
return output_pins
# Example usage
if _name_ =="__main_ "
# Access the OpenROAD design
design = ord.openroad.design
# Get the list of all output pins of instances
output_pins = get_output_pins_of_instances(design)
# Print the output pins
print("Output Pins of Instances:")
for pin in output_pins:
print(pin)

# Retrieve all instances present in the design block

> insts = block.getInsts()

output_pins =[]
# Iterate over each instance in the design block
for inst in insts:
# Retrieve the pins of the instance
pins = inst.getITerms()
# Iterate over each pin of the instance
for pin in pins:
# Check if the pin is an output signal
if pin.isOutputSignal():
# Append the output pin to the list
output_pins.append(pin)
return output_pins
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Conclusion

 Upcoming work: OpenROAD-Assistant

— Using EDA Corpus we are nearly done with building an open model that we will hopefully share with
the public built on Llama3 and RAG-based training.

 Open-datasets, tools, and PDKs are crucial for LLM research:
— 1500 datapoint is still VERY small
— Scaling and maintaining the repository requires a collaborative effort
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Thank you!!

Any Questions? Comments? Concerns?
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