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CircuitNet: ML for EDA Dataset [SCIS’22, TCAD’23, ICLR’24]2

´ 20K+ samples
– CPU, GPU, AI accelerator designs
– (PULPino, OpenC910, Vortex, NVDLA, …)
– Million-cell netlists
– Real flow & PDK, e.g., 28nm, 14nm

´ Support multiple tasks
– Routability
– IR drop
– Timing

´ Dataset & tutorial
– https://circuitnet.github.io/
– https://github.com/circuitnet/CircuitNet

2022 2023 2024

Initial release of 
10K samples in 
28nm node

Validation of ML for 
EDA tasks in 28nm

Release & validation 
of 10K samples in 
14nm node

https://circuitnet.github.io/
https://github.com/circuitnet/CircuitNet


What’s in CircuitNet3

https://circuitnet.github.io/
Numpy arrays, Verilog&LEF&DEF Tutorial & documentation



Research & Contests using CircuitNet4

[NVIDIA, arXiv’24]

[HUST, NeurIPS’24]

[UCSD, arXiv’24]

EDA Elite Contest 2023 for IR Drop Prediction

CCF-Chip Contest 2024 for DRC Prediction

https://ccf.org.cn/chip2024

https://eda.icisc.cn/en/

https://ccf.org.cn/chip2024
https://eda.icisc.cn/en/


Where are We and Where to Go5

Curtesy IBM

ImageNet 
14M images

GPT3 
45TB text data

Amount of data

Performance
Why deep learning?

CircuitNet 
20K samples

200GB in file size

Deep learning

Older learning algorithms

MS COCO
330K images

Google JFT
300M images

700X
200X



Where are We and Where to Go6

Curtesy IBM

ImageNet 
14M images

GPT3 
45TB text data

Amount of data

Performance
Why deep learning?

Deep learning

Older learning algorithms

MS COCO
330K images

Google JFT
300M images

• Suppose 10h/sample (2h ~ 1 week in reality) on average with 2 threads.
• We can use 28 CPU threads per machine.
• Generating 100K samples needs

!""#×!"×%
%&×%'

≈ 𝟑𝟎𝟎𝟎 machine days.
• Assuming unlimited licenses. 
• Given 5 machines, 600 days = 1.7 years.
• Given 10 machines, 300 days = 10 months.
• Given 100 machines, 30 days = 1 month.

CircuitNet 
20K samples

200GB in file size



Call for Contributions7

´ Dataset is critical to AI for EDA

´ CircuitNet is just a beginning 
– More design diversity

– More tool chain diversity

– More technology nodes

´ Call for contributions from the 
community to enable practical 
AI for EDA

Technology 
nodes

Tool chain diversity

Design diversity

130nm 65nm 28nm 14nm 7nm
Cadence

Synopsys

OpenRoad

RISC-V CPU

Vortex GPU

AI chips (e.g., NVDLA)

More IPs?

…

iEDA CircuitNet 1.0 & 2.0



OpenPARF: P&R for FPGA [DAC’22, ASPDAC’23, ASICON’23, TCAS-I’23]8

´ 2.5D multi-die heterogeneous FPGA architecture
– Industrial architecture for placement and routing

– Competitive performance with nonlinear placement optimization and parallel routing flow

– https://github.com/PKU-IDEA/OpenPARF
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https://github.com/PKU-IDEA/OpenPARF
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Thanks!
Questions are Welcome

Website: https://yibolin.com
Email: yibolin@pku.edu.cn
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